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Abstract
Optical properties in conjugated polymers such as poly(p-phenylenevinylene) and
poly(9,9-dialkyl-fluorene) have been studied using time-dependent density functional theory. In
the calculations of the optical properties, real-space and real-time techniques are employed. We
follow the linear responses of the systems under externally applied perturbations in the real
time. To estimate the polymer spectra, we have calculated the responses of oligomers of
different lengths and obtained the extrapolated values. The estimated polymer spectra agree
with the experiments reasonably well.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Polymer light emitting diodes (PLEDs) are of interest for thin
flat panel displays and other lighting applications [1]. One
of the advantages of PLEDs is the simplicity of the device
structure, consisting of the light emitting layer of conjugated
polymers between a cathode and an anode. The emission
color is basically determined by the nature of polymer, thus
the color tuning and efficiency are considered to be controlled
by the manipulation of the molecular structures. On the other
hand, the device optimization requires us to understand the
fundamental physics of the charge injection, transport, and
recombination. Thus, intensive investigations of both the
material design and the device optimization are expected to
achieve better performance in PLEDs.

As candidate materials in PLEDs, for example, polyacety-
lene, poly(p-phenylene), poly(p-phenylenevinylene) (PPV),
polythiophene, poly(9,9-dialkyl-fluorene) (PFL) and their sub-
stituted derivatives are expected to be basic materials, and
their electronic structures have been extensively studied [6]
since the discovery of metallic-like electrical conductive prop-
erties by Heegar, MacDiarmid, Shirakawa, and co-workers in
1977 [2, 3].

We have focused on the optical spectra of the conjugated
polymers as one of the most important properties in real
applications. In the practical polymers, various substituents
and copolymerization are frequently used as molecular design
techniques to control optical properties. For examples, amines
could be incorporated into the main chain as emission centers.
These possibilities in polymers are one of the advantages in
the real applications, but make computational modeling more

difficult. In addition to the diversity, the polymer structures are
generally amorphous-like and are usually difficult to handle as
periodic systems. For the latter, there are several successful
applications to homo-polymers to describe conjugate polymers
in a crystal cell in dependence on oligomer length [4, 5].
Although, depending on the polymer structures, one could use
periodic systems, we have adopted a single chain system in free
boundary conditions for simplicity.

Besides taking into account the excitonic effects, the
dielectric tensor has been calculated by solving the Bethe–
Salpeter equation for the electron–hole Green’s function [6].
These effects are not involved in our calculation, because the
purpose of this paper is to estimate the spectrum using a single
chain model, and of particular interest to us is not the precise
calculation of the spectrum, but the estimation of the spectrum
shape of the polymer from the calculations of small sizes of
oligomers.

Relating to thermal motions, Poolmee et al [7] have
reported that the effect of the dihedral angle on the excited
state was examined and the accurate absorption spectra were
simulated by taking the thermal average for the conformers
of the dihedral angle. We have utilized this technique and
applied it to the effect of the dihedral angle between amine
and connecting FL to obtain the optical spectrum.

The time-dependent density functional theory (TDDFT)
has become one of the most prominent and most widely
used for the calculation of excited states of medium-sized to
large molecules, and recognized as a powerful tool for opto-
electronic behaviors [8, 9]. TDDFT is in principle capable of
treating these sorts of behaviors, if the exact local exchange–
correlation (xc) functional is known. An approximate xc
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functional has to be chosen in any practical calculation.
Although the functional has been developed with respect to the
electronic ground state, it yields accurate results for valence–
excited states in the case where the excitation energy is well
below the ionization potential [9]. Within this framework, in
which the interaction of the electron and the hole are at the
LDA level, we have applied TDDFT to study of the optical
properties of our conjugated polymers.

In this paper, we present the results of our TDDFT
simulations for the oligo-PV and oligo-FL, as typical examples
of conjugated polymers, PPV and PFL, respectively. In the
next section, we describe the theory with our numerical details.
The results of its applications follow, and we summarize our
results and conclusions in the last section.

2. Theory and numerical details

In this section, we briefly present our TDDFT calculation
procedure. One of the most successful ways of obtaining
the electronic structure from first principles is the use of
computational approaches based on the density functional
theory (DFT) [10] with the local density approximation (LDA).
The total energy of the ground state can be derived from
the Kohn–Sham equation (KS) [11]. Although, for the
excited states, it is much less successful in describing the
optical responses and the excitation spectra, this difficulty is,
in principle, solved by the extension of DFT to the time-
dependent theory. Its foundation was established by Runge
and Gross [8]. In analogy to the time-independent case, the
TDDFT equation of motion coupled with pseudopotentials is
given by

{− 1
2∇2 + V ps

ion(r)+ VH(r, t) + VXC[ρ(r, t)] + Vext(r, t)}
× ψi (r, t) = i

∂

∂ t
ψi (r, t), (1)

where V ps
ion is an ionic pseudopotential, VH is the Hartree

potential, and VXC is the exchange–correlation potential. Since
the exact time-dependent xc kernel is not known, the originally
non-local time-dependent xc kernel is replaced with a time-
independent local one. This is considered as reasonable when
the density varies slowly with time. This approximation
allows the use of a standard local ground state xc functional
in the TDDFT framework. The Hartree and exchange–
correlation potentials can be determined from the electronic
charge density, ρ(r, t) = ∑

i |ψi (r, t)|2. The summation is
over all occupied states i . The Hartree potential is determined
by ∇2VH = −4πρ, and as the xc potential, VXC, the usual
local density approximation (LDA) is used in our study. For
the ionic potential, we employ the pseudopotential V ps

ion in
the separable form so that only the valence electrons are
considered [12]. Prior to the calculation of optical responses,
we first solve the usual, time-independent formulation of the
pseudopotential-DFT method [13] to obtain the optimized
electronic structure [14]. Then, we apply an external field Vext

to the system as a perturbation and follow the linear responses
of the system in real time.

This method is effectively used for the cases where the
potential is time dependent, e.g. the time-dependent behaviors

of electrons in oscillating electric and magnetic fields, and
excited state reactions [15]. Empirically, we know that these
can be described fairly well by TDDFT. Although the xc
functional that we adopted has been developed with respect to
the electronic ground states, we have also employed it in our
practical calculations.

In our calculations, the real-time and real-space technique
is adopted in solving equation (1) by the finite difference
approach [16] without using explicit bases such as plane
waves [17] and Gaussians [18]. Within the framework of this
approach, we can solve for the wavefunctions on the grid with
a fixed domain, which encompasses the physical system of
interest. A uniform grid is used in our study for simplicity.

The wavefunctions are evolved by the time evolution
operator, ψ(t) = exp[−iH t]ψ(0), with the initial
wavefunction at t = 0,

ψi |t=0 = eikz zψi (0), (2)

where H is the Hamiltonian of the system, and kz is a small
wavenumber corresponding to the external perturbation in
the z direction. In the linear response, the time-dependent
polarizability is proportional to the dipole matrix element
μzi (t) = 〈ψ(t)|zi |ψ(t)〉, where zi with i = 1, 2, and 3
represents x , y, and z, respectively. The frequency-dependent
polarizability in the z direction αz(ω) is then obtained as the
time–frequency Fourier transformation of μz(t),

αz(ω) = 1

k

∫

dte−iωtμz(t). (3)

The polarizability α(ω) is given by the orientation average,
α = (αx + αy + αz)/3. The optical strength function, S(ω), is
related to the imaginary part of the polarizability,

S(ω) = 2ω

π
Im α(ω). (4)

Since uniform spatial grids are used in our calculations
to represent the electron wavefunctions, the grid spacing �x
and the total number of grid points Nx become important
parameters. The grid spacing �x is determined so that
the Kohn–Sham eigenvalues converge within the order of
O(10−1 eV). This accuracy can be achieved with �x =
0.3 Å in the hydrocarbon systems. The volume Nx (�x)3

is determined by setting the distance between the edge and
any atoms to be more than a certain value, which allows
us to neglect the effect of the edge. One may use the
absorption boundary condition to eliminate the reflection from
the boundary.

For the time evolution, the time step �t and the total
number of time steps T have to be considered as additional
important parameters. The time step �t has to be short
enough so that the single-particle Hamiltonian can be treated
as being static. One may expect the dependence �t ∼ (�x)2.
For the time evolution of wavefunctions, we have used the
Taylor expansion of the time evolution operator up to fourth
order [14]. The total length of time evolution T is related
to the effective energy resolution in any physical quantity in
interest such as the strength function. In our preliminary study
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of the molecule C60, �t = 0.001 eV−1 is required for carbon
structures with a grid size of �x = 0.3 Å, and T = 10 eV−1

gives the energy resolution of 1/T = O(10−1 eV). In this
case, we can find the low energy absorption peaks at 3.5, 4.4,
and 5.6 eV, which agree well with the experimentally observed
peaks at 3.8, 4.8, and 5.8 eV [19].

One of the advantages of this real-space and real-time
approach is that we can keep our program simple and
understand physical meanings as directly as possible. The
other is that the CPU time scales with the number of particles
N and the spatial dimension D as O(N D) ∼ O(N2), which
becomes an advantage especially when we need to handle a
large system. The time evolution is performed in real time,
thus the total number of time steps is closely connected to the
accuracy. To realize it, enough computational resources are
required. However, it could be matched by recent progress in
computers.

3. Absorption and fluorescence spectra

We investigate the dependence of the oligomer length on the
optical spectra in the oligo-PV and oligo-FL systems and the
effect of the dihedral angle on the optical spectra in the amine–
FL systems. In the latter study, we take into account the ther-
mal effect by taking the thermal average for the conformations
with different dihedral angles between the amine and neigh-
boring FL. Furthermore, we study the electronic structure of
amine–fluorene copolymers. Since the localized state may be
affected by the edge in short chains, one needs to adopt a fairly
long chain to get rid of this unnecessary effect.

As mentioned in the section above, one of our
main interests is in the molecular design. Since the
photoluminescence spectra in liquid and solid are similar in
some of our polymers, we adopt the isolated chain model in
which interactions between chains are not taken into account,
whereas the crystalline arrangement easily involves the three
dimensional effect, which is thoroughly studied [20, 24].

Prior to our TDDFT calculations, all structural optimiza-
tions have been carried out using a conventional molecular or-
bital calculation [18]: the structure optimization of the ground
state is carried out at the level of HF/6-31G∗, and that of the
excited state is done at the level of CIS/6-31G∗; for the long
chains, FL10–(amine)–FL10 and FL21, the structure optimiza-
tions have been exceptionally performed at the level of AM1
due to the limitation of computational size. The ground state
structures are used for the calculations of the absorption spec-
tra, and the excited state structures are used for the calculations
of the emission spectra.

PPV and its derivatives have been intensively studied both
experimentally and theoretically as their potential applicability
to PLEDs [20–23]. The structures of oligo-PVn in our
calculations are shown in figure 1, where n represents the
number of repeating units. Since it is difficult to study the
optical response of the polymer itself, we have modeled oligo-
PVn with different lengths, and estimated the extrapolated
values as the polymer properties. The understanding of
the relation between the oligomer length and the optical
property is essential information to design new molecules,

n

R R
n

Figure 1. Structures of oligo-PVn (left) and oligo-FLn (right), where
n is the number of repeating units.
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Figure 2. Optical properties of oligo-FL dimer (n = 2, solid line),
trimer (n = 3, dashed line), and tetramer (n = 4, dot–dashed line).

and thus polymers. We have observed that the peak energy
decreases as the number n increases. In order to estimate the
polymer property, the peak energy is plotted as an inversely
proportional function with n and extrapolated at n = ∞.
The estimated peak energy is ∼1.93 eV, which is smaller than
the experimentally observed energy of ∼2.2 eV [22]. This
inconsistency is due to the problem of Vxc as mentioned above,
which underestimates the band gap.

As a blue emitting material in PLED, FL has been
intensively studied [19, 25–27]. The structure of oligo-FLn is
also shown in figure 1. For this material, we have performed
the calculations of oligomers with n = 2, 3, and 4, and the
absorption spectra are shown in figure 2. The peak wavelengths
are estimated at 391, 444, and 476 nm for n = 2, 3, and
4, respectively. These values should be compared with the
experimentally observed peaks at 329, 350, and 362 nm. This
systematic overestimation of peak wavelength is due to the
inherent problem in DFT as mentioned above. Keeping this
overestimation of peak wavelength in mind, we have compared
the absorption and fluorescence spectrum profiles between the
TDDFT calculation for n = 2 and the experiment in figure 3.
The overall spectrum shapes are quite similar, suggesting the
Stokes shift can be well reproduced. One may consider this
as an additional advantage of the real-time approach as the
spectrum profile in the whole energy range can be obtained
in a single calculation.

As practical polymers in PLEDs, fluorene–amine copoly-
mers are frequently used, and the electronic structure around
amine is considered to play an important role for the fluo-
rescent spectrum. To study the effect of the dihedral angle
on absorption and fluorescence spectra, as shown in figure 4,
the spectra of the different conformers in the FL–amine sys-
tems have been calculated. All spectra are summed up by the
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Figure 3. Optical properties in the results of TDDFT calculation for
oligo-FL and the experiments.

Figure 4. Dihedral angle between 9, 9-dipropyl-fluorene and
triphenylamine.

weighted average for the thermal distribution from the stable
structure with the Boltzmann weights at 300 K. The structure
is based on the S1 excited-state potential energy curves of the
FL–amine system. The calculation of the S1 energy has been
performed for the dihedral angle θ = 0◦–360◦, with the step
of�θ = 30◦, whereas all the other geometrical parameters are
optimized.

Figure 5 shows the emission spectra of FL–FL, FL–
triphenylamine (TPA), and FL–phenylenediamine (PDA). In
the FL–TPA system, the dihedral angle of ∼0◦ is the most
stable in energy, which has the emission spectrum at ∼500 nm
with the highest strength, because the conjugation of the
wavefunction is delocalized. When the angle is ∼90◦, the peak
wavelength is blue-shifted; however, the rotational barrier is
high enough to minimize the contribution to the spectrum.

The spectra of the other system are also plotted in figure 5.
One can see the spectrum dependence on the amine type.
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Figure 5. Amine dependence of emission spectra.

In particular, the peak wavelength of the FL–PDA system is
around ∼600 nm, longer than the FL–TPA system.

To study the electronic structure of polymers in our model,
one needs to consider a fairly long chain to get rid of the edge
effect. In a short chain, it may be difficult to recognize the
difference between the extended state and the localized state, as
some of the latter states may be extended over the short chain.
Since we are interested in the difference of the amine types in
detail, the electronic structures of FL10–(amine)–FL10 (where
amine is TPA or PDA) and FL21 for the purpose of comparison
are calculated. The densities of states (DOSs) of these systems
are plotted in figure 6.

We can see a clear band structure of conduction and
valence bands for all systems, though the conformations are
quite different for each systems. In DOS, there is no significant
difference in the electronic structure except for the existence of
an additional level in fluorene–amine systems. The additional
accepter level lies just above the valence band and its electronic
structure turns out to be localized around the amine. One of
the interesting results from DOS is that the TPA-related state
is localized in the TPA and the connecting two or three FLs;
on the other hand, the PDA-related state is more localized in
the PDA and the connecting one or two FLs. The energy level
for TPA and PDA systems is ∼0.1 eV and ∼0.2 eV from the
top of the valence band, respectively. This difference results in
longer emission wavelength in FL–PDA than FL–TPA.

4. Conclusions and discussion

TDDFT has been applied to study the optical responses of
conjugated polymers. In our calculations, the real-space and
real-time approach is used. We have applied the external field
to the optimized electronic structure, and followed the time
evolution of the dipole moment as a function of time, from
which the dynamic polarizability and strength function can be
calculated.

Since a real polymer is too large to handle, we have
calculated the optical responses of the oligomers, such as
oligo-PV and oligo-FL, of different lengths. From the relation
between the peak wavelength and the number of repeating units
n, the responses of the polymer are estimated by extrapolation
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Figure 6. Density of states and energy levels of amines.

to n = ∞. The estimated polymer spectra agree with the
experiments reasonably well.

To investigate the effect of the dihedral angle on
absorption and florescence spectra, we have calculated
the spectra of the FL–amine systems, using the thermal
distribution weighted average. The spectrum depends on the
amine type; in particular, the emission wavelength of FL–PDA
is ∼600 nm, longer than that of FL–TPA.

To study the effects of amine on the electronic structures,
DOSs have been studied for the structure of FL10–TPA–FL10,
FL10–PDA–FL10, and FL21 for the purpose of comparison. We
can see a clear band structure of conduction and valence bands
for all systems. In the electronic structure observed from DOS,
there is no significant difference in the electronic structure
except for the existence of an additional level in fluorene–
amine systems. The electronic structure of this additional level
turns out to be localized around the amine, and this amine level
can be seen as a clear acceptor level in the band gap. The
energy level relevant to PDA is deeper at ∼0.2 eV, whereas
that of TPA is a bit shallower at ∼0.1 eV from the top of the
valence band. These are consistent with the results of the FL–
amine spectra as mentioned above.

In the application of real-space and real-time TDDFT, the
following features are confirmed. In the spectrum calculation,
we can obtain fairly good agreement with experimental results
through calculations with a relatively small number of grids.
To realize this agreement, one has to use long enough time
steps in the time evolution as this is related to the accuracy
of physical properties of interest. From this point of view,
these properties can be conveniently calculated in a required
energy region with desired accuracy. We are now confident that
TDDFT is a useful computational technique for the material
development.
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